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ABSTRACT

Mesh generation and adaptation rely heavily on BREPs created by proprietary CAD software, piecewise parametric
descriptions of geometry from which numerous problems arise: model continuity is only enforced up to a tolerance
often higher than required mesh sizes, projection is costly and prone to error, derivatives — thus normals and
curvature metrics — may not be well defined, unintended small features driving unnecessary mesh complexity may
be present... unlike discrete surface meshes, of which high-order ones offer advantageous convergence speed over
degree of freedom ratio relative to P! meshes. P® meshes, in particular, are the first degree for which G' continuity
at the vertices may be enforced. In this paper, we compare two methods to construct P? meshes from a CAD model.
The resulting P® meshes are then used instead of the CAD model in a full converging adaptation loop on a complex
geometry, the HL-CRM wing with flaps with a highly anisotropic metric field.

Keywords: BREP, CAD surrogate, P® Bézier triangles, anisotropic mesh adaptation, surface mesh

generation

1. INTRODUCTION

Cost-effective numerical resolution of PDEs — namely
of hyperbolic ones such as Navier-Stokes — is enabled
by anisotropic mesh adaptation. Using either generic
[1, 2] or PDE-tailored [3] error estimates, meshes are
locally modified [4, 5] or the degree of interpolation is
locally elevated (p-adaptation) [6, 7], sometimes both
(hp-adaptation) [8, 9], to match local features of the
solution and thus maximize the precision over degrees
of freedom (computational cost) ratio [10, 11]. This
places mesh generation and adaptation at the heart of
simulation, which becomes a loop that converges to an
optimal mesh-solution couple (Fig. 1).

Domain geometry is described in a continuous fashion
using a CAD file. The BREP (Boundary REPresen-
tation) model with rational Bézier patches and curves
[12, 13], in particular, is widely used and the focus of
this paper. In this framework, a surface is described
as a collection of connected trimmed patches. Global
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Figure 1: Mesh adaptation loop

BREP topology is illustrated in Fig. 2. This descrip-
tion using Bézier and rational Bézier curves and sur-
faces is quite flexible and can represent a wide variety
of shapes with complex features, as well as represent
exactly a number of frequently used geometric prim-
itives such as sections of spheres, cylinders, cones...
Some of the more frequent operations on these ob-
jects include evaluating a point on the surface given
its parametric coordinates, projection of 3D points



onto CAD edges and faces and computing derivatives
(up to the second order, most frequently) at given
points on the surface. These operations are inten-
sively used both in initial mesh generation as well as in
subsequent adaptation steps, as illustrated in Fig. 1.
BREP models are a tool specialized in defining shapes
rather than manipulating them. For this reason, it
is not infrequent for CAD models to pose a number
of difficulties, such as by not being watertight, having
face lines that degenerate into single points, autointer-
secting faces, interpenetrating neighbouring faces, ill-
conditioned parameterizations, unintended small fea-
tures, etc... [14, 15] go over the reasons for these fea-
tures in detail. Furthermore, these errors are often
bound by tolerances too high for the purposes of mesh
adaptation where smaller edges may be required close
to or on the surface [16].

Edge
Face

Figure 2: Trimmed BREP topology

Strategies to combat these issues operate at essentially
two levels: by correcting the CAD before it is used
in meshing, and by devising robust tessellation algo-
rithms. By tessellation, we designate any surface mesh
which will not necessarily be used as the support for
any volume mesh, but rather as a discrete surrogate
for the CAD geometry. Strategies of the first type in-
clude the use of virtual topology [17] and various CAD
correction procedures [15].

In this paper, we present our approach of the second
type, and illustrate the ability of P3 surface meshes
to drive mesh adaptation as well as the CAD itself on
cases with high anisotropy close to the boundary. A
P! tessellation of the parametric surface is first gener-
ated, and then elevated to the third order. A discrete
tessellation offers fast inverse evaluation through sim-
ple algorithms, it can be seen as a first order Taylor ex-
pansion of the surface. Therefore, projection on a P*
mesh is similar to gradient descent on the original sur-
face with derivatives precomputed (Jacobians of sur-
face elements). In fewer words, it is much simpler and
stable, much of the burden being shifted to the tessel-
lation step. This is only possible at the expense of pre-
cision, a cost that can be reduced by replacing linear
elements by higher-order elements such as P> Bézier
triangles. Through simple benchmarks, the speed and
precision of projection on these meshes are exhibited.
They are then used as the geometric support for a full
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adaptation loop using a highly anisotropic analytical
boundary layer metric.

1.1 The BREP

Let us go over, in little detail, the elements that con-
stitute a BREP-based CAD model. Further details
can be found in the reference [13]. A model is given
by a set of faces, loops, edges and corners. CAD edges
are mapped from 1D domains and grouped into loops.
These loops trim CAD faces which are mapped from
2D domains. In turn, faces sharing a loop portion
are neighbours. Edges are defined using a 1D do-
main D; C R and a parameterization 73 : D; — R3.
The parameterization 73 is, typically, a rational Bézier
curve although it is not infrequent for CAD systems
to distinguish subcases such as particular conics and
circle arcs. Faces are defined much in the same way,
from a 2D domain D> C R? and a parameterization
o : Dy — R3. Likewise, it is typical for o to be a
rational Bézier surface, but particular cases such as
sections of spheres and cylinders are sometimes dis-
tinguished. The face trimming is then defined using
another parameterized curve defined on D C R with
a mapping 72 : D} — Do that draws a 2D curve in the
face’s parameter domain.

T2 o
—

Figure 3: Trimming curve definition tolerances: 72 de-
fined in surface patch parameter space is mapped to the
black curve in R® by o, 73 maps a segment to the blue
curve. These curves differ by a tolerance set by the CAD
design tool (visible here as the exaggerated gap).

This curve is a representation in face parameter space
of the physical face-face intersection curve. Unfortu-
nately, one cannot assume that cors = 73. This is due
to the fact that these trimming curves are computed
from rational Bézier surface intersections which, in
the general case, are not rational Bézier curves. This
means that 73 is, typically, already an approximation
of the desired curve. On top of this, 72 is, again, an
approximation of the projection of 73 onto the face
parameter space D2. As such, CAD software only
guarantees correspondence between the face-local and
global curves up to a tolerance, typically much higher
than desired mesh sizes. This means that despite the
fact that parametric surfaces and curves are abritrar-
ily precise, they can be very inaccurate in some regions
(junctions), where the geometry is actually ill-defined



under a threshold. Concretely, this means that there
can actually be gaps between faces meant to share an
edge, or that neighbouring faces may be interpenetrat-
ing at scales that cannot be neglected by the meshing
algorithm. The paper [16] goes over this issue in great
detail, illustrating the impact on mesh adaptation for
CFD problems. For instance, it is frequent for wing
and fuselage intersections to be given with a tolerance
several orders of magnitude higher than the smallest
prescribed mesh size in this area by the end of adap-
tation. Furthermore, derivatives of the parameteri-
zations are used to compute metric fields for surface
error approximation [18, 19] or surface normals and
tangent planes. Once more, the CAD description may
pose problems such as by having faces map portions of
edges onto points (degeneracy) or having unwanted lo-
cal features such as folds under the tolerance (another
issue pointed out in [16]). In particular, derivatives
are not defined at these points and unstable in their
vicinity. This also means that these situations call for
robust optimization algorithms when projecting points
close to these regions and that projection is slow (rel-
ative to on a discrete mesh) and prone to error.

2. THE PARAMETRIC P? MESHER

In this section we turn to the parametric meshing al-
gorithm. It takes a CAD object as input and outputs
a P! mesh adapted with regards to a geometric ap-
proximation metric. The P? mesh is then constructed
by elevating the degree of these P' elements and pro-
jecting control nodes.

2.1 Building the initial tessellation

In this section, we give a rough description of a para-
metric surface mesher. Let us consider a trimmed
CAD face F. It is defined by a rectangular para-
metric domain D C R?, a rational Bézier function
o : D +— R® and a set of connected rational Bézier
edges E; C R® forming a closed loop. These edges
E; are constructed by the CAD system on path in-
tersections and are an approximation of the actual
intersection. Indeed, two rational surfaces need not
intersect at a rational curve. The projection of these
edges on D is also given by the CAD system as a two-
dimensional rational Bézier cuve lying in D. If we
denote 7; : [0,1] — R3 the parametrization of E; in
physical space and Ti(2) : [0,1] = D the parametriza-
tion of the given projection of E; onto D, the identity
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does not hold in the general case.

The first step of our method is to produce a P! mesh
of the trimming loop |JE; in physical space. This
step proceeds on a per-edge basis and computes an
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edge approximation error metric [18] to construct a
mesh with quasi-uniform geometric error under the
prescribed tolerance (user input). This mesh gives
a set of vertices P; and edges e¢; = [P, Pi1] in R.
These vertices are then projected onto D, giving Pi(Q)
st. P = U(Pi(Q)). The edges between these projected
points form a closed loop in D. We use this as the
trimming curve instead of TZ-(2). In doing so we guaran-
tee that, if a given CAD edge is part of the trimming
loops of two edge faces, it will be mapped by both
parametrizations to the same physical line mesh.

A constrained Delaunay mesher in parametric domain
D is then called with this boundary as input. This
first tessellation is used to compute the surface approx-
imation error metric in low [18] or in high order [19].
When constructing the P! mesh as support for the P3
surface mesh, a P3 geometric approximation metric is
used to adapt the surface mesh. The trimmed patch
tessellation can then be adapted to this metric field
[20, 21].

2.2 The P3 surface mesh

P3 Bézier elements are defined by a set of control
nodes, either the Lagrange nodes which we denote
P/, or the Bézier nodes Pk, with (i,7,k) € K% =
{(i,5,k) € N3 i+ j+k = 3}. In the latter case, the
mapping from the reference triangle K is given by

Fi(€) = Y Bal(&)Pa,

aGIA(d

whereas in the former, Fx is interpolated exactly by
the degree three Lagrange basis (¢a),czd;

Fr(€) = Y ¢al@Fx(Pa)= D 6al&)P:

acKd ackd

where the ﬁaAare the control nodes of the reference
element, i.e. Pi;r = (i/3,7/3,k/3). This also provides
the definition of the Lagrange control nodes. The B,
are the Bernstein polynomials, defined by

B; jk(u,v,w) = (?) (3 j_ Z) vl w”

for every (i,j,k) € K? and (u,v,w) € K. When
choosing the control points at the thirds, i.e.

Piji = %P300 + %POBO + gpoos,
the Lagrange and Bézier control nodes coincide and
the mapping Fx degenerates to become linear. This
is what we’ll naturally refer to as the straight P? el-
ement. Figure 4 illustrates a P? triangle with its La-
grange control nodes.
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Figure 4: P3 triangle with Lagrange nodes in red.

The P! mesh must now be brought to the third degree.
To do this, new edge and face high-order nodes must
be created for each triangle and have their positions
set. There are two approaches to this. The first is to
initialize the Lagrange nodes of each element at the
straight position in physical space. These points are
then projected onto the surface using the CAD model.
The second approach evaluates the Lagrange nodes on
CAD faces directly. This can be done easily since, for
every vertex P of the P* mesh, its coordinates in the
parametric domain of the host face are known from
the P! meshing step. Taking an edge of extremities
Psg, Py3 on a face with mapping o and with &30 and
&os known such that o(&;) = P;, the Lagrange nodes
for the direct approach are given by

ir 2 1 ir 1 2
P =0 (5530 + gfos) and Py =0 <§§30 + 5503) )

whereas, denoting by Il, the surface projection oper-
ator, the Lagrange nodes for the inverse approach are

3 3 3 3

r0j 2 1 roj 1 2
P2pl ) = 11, <7P3() + *Pog) s P1p2 7 = 11, <7P30 —+ 7P03) .

The direct approach is faster than the inverse approach
due to CAD projections. However, we will see that
the indirect approach is more robust, since the ini-
tial position of the Lagrange nodes is not too far from
the straight element, which is valid in the sense that
it does not self-intersect and remains well-conditioned
for optimization (projection). In either case, boundary
edges are first brought to the high order and stored in
a hash table. Triangles are then looped over and new
control points created or recovered from the hash ta-
ble. At this stage, the mesh is fully P* with all control
points on the geometry. The last optional step is to
apply a Lagrange-to-Bézier transformation since the
Bézier representation is a more convenient and gen-
eralizable one. Using the definition of the Lagrange
control nodes, we have the following relations:

Zijk(iO/SajO/& k0/3)P'ijw = Pieojoko
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for every (io, jo, ko) € K®. These equations degenerate
for any triplet where one of the indices is 3 (principal
vertices of the triangle), leaving 7 non-trivial equations
which correspond to two per edge and one for the face
control node. Equations relating to edge control nodes
are treated in pairs, yielding 6 of the Bézier control
nodes. The face Bézier node is finally computed using
these values. Taking as example the edge {w = 0},

12Ps10 + 6P1ao = 27P510 — 8P300 — Poso
6Pa10 + 12P120 = 27Pfa9 — 8Poso — Poo.

This leads to

—6Pa10 = 9P 90 — 18 P50 — 2Ps30 + 5Ps00
—6P120 = 9Py19 — 18Pfag — 2P300 + 5Po30.

As for the face node, the case i = j =k =1,

6Pi11 = 27P{1; — P3oo — 3P210 — 3P120 — Poso
— 3Po21 — 3Po12 — Pooz — 3P1o2 — 3P201,

which we compute using the previous.

Let us now compare the two approaches to construct-
ing the Lagrange nodes: the direct evaluation and the
projection. Fig. 5 illustrates the typical case of a
half sphere mapped to from a rectangle in parametric
space. It has two poles where quad edges have degen-
erated into a single point. This leads to points close
to each other on the surface to have very distant para-
metric coordinates. In particular, edges of triangles
close to these poles can be seen to be very curved (top
figure) when the Lagrange control nodes were evalu-
ated directly. Fortunately, this does not affect the La-
grange nodes which were projected from the straight
positions as much. Indeed, this is less of a problem
of ill-definition than one of strong variations: this is
a region where points close in parametric space are
sent to positions far from each other in physical space.
This is not, however, truly a problem for projection,
especially for edge nodes that are well in the interior of
the face patch. However, in both cases but especially
in the second, it is now possible to compute a surface
normal and curvatures where the CAD previously did
not allow.

There is room for improvement in the choice of the
control points. For now, these are placed at the
straight positions (Pfjk = £Ps00 + %Pogo + %Poos) in
parametric space. It could be beneficial to optimize
this initial placement with regards to geometric de-
viation, G continuity or edge length in metric space
with the P? surface approximation metric in paramet-
ric space. Note that this P? mesh is not guaranteed to
be G' continuous contrarily to those constructed us-
ing the tangent plane method [22]. However, as the
benchmarks in the following subsection show, this is
of little consequence in practice.



Figure 5: Comparison of P3 meshes with Lagrange con-
trol nodes created using the direct evaluation approach
(top) and the projection of the straight element approach
(bottom) in the vicinity of the pole of a sphere.

2.3 Geometric primitives on the P> CAD
surrogate

This mesh has been constructed with the objective
of providing fast and robust projection on the sur-
face as well as evaluation of derivatives. Indeed, when
adapting the computational surface mesh, new ver-
tices are created which must lie on the geometry.
Likewise, surface optimization may call for normals
or curvatures which are linked to, respectively, first
and second derivatives of the surface parameteriza-
tion. These two steps commonly fail on CAD sys-
tems. One common cause of failure for projection is
the high tolerances present between patches: too close
to patch intersections, the geometry is ill-defined. An-
other problem comes from the fact that it is carried
out by gradient-based optimization — typically, New-
ton — in parameters space at the patch level. This
means that, to project point P on the face with map-
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ping o over parametric domain D, it is the couple
(u,v) = minp{||o — P||} that is sought and the (up to
second) derivatives of o are used. Therefore, projec-
tions may fail because of degeneracies of the mapping
(such as o mapping a boundary edge of D to a single
point as for a cone) which lead to undefined behaviour
of the derivatives.

Given a P? element K and barycentric coordinates of
some point on the triangle, computing derivatives is
trivial due to the polynomial nature K. Projection
becomes slightly more algorithmic, and proceeds in
two steps. The lower level step consists in computing,
for a given triangle K, the barycentric coordinates of
the projected point onto K. The higher level strat-
egy uses this step to move around elements according
to the sign of these barycentric coordinates. Finding
the barycentric coordinates of a point on a P3 element
is relatively costly, since it requires several steps of a
gradient-based optimization algorithm. P! triangles,
on the contrary, give exact barycentric coordinates in
a single step using ratios of triangle areas. Denoting
by barygeq (P, K) a function returning the barycentric
coordinates of point P in triangle K seen as a degree
deg triangle, the projection algorithm can be summa-
rized as follows:

Input: point P, initial guess K
While not found:
For deg = (1, 3):

While not found:

&+ barygeqy(P, K)

If& > 0,62 > 0,83 > 0:
break

Else:

K < i-th neighbour of K s.t. & <
0

The first iteration of the outer loop closes in on the
correct element, using only cheaper projections on lin-
ear elements, so that very few (often one) steps are
left to identify the correct P* triangle in the second
iteration. Some details were omitted for simplicity,
such as usual search logic (marking elements so as to
avoid repetition, stacking or sorting candidates when
two barycentric coordinates are negative) and the fact
that a guess for the normal is supplied to avoid finding
a local minimum on the wrong side of a thinly folded
surface and to distinguish the cases where the point
lies outside of an open surface.



3. NUMERICAL EXAMPLES
3.1 Benchmarks

We now turn to simple benchmarks of the P? projec-
tion operator and of the P mesh construction. The
geometry used in this section is the High-Lift Common
Research wing Model (HL-CRM) with flaps used in the
4-th ATAA CFD High Lift Prediction Workshop. Fig-
ure 6 illustrates this geometry. The model contains 262
CAD faces and 700 CAD edges. This geometry is rel-
atively complex with a number of degenerate patches:
any triangular patches were originally mapped from a
rectangular domain (green, orange domains in bottom
figure).

3.1.1 Projection speed and accuracy

For the first test, we loop over elements and gener-
ate N random points on each P® triangle. We then
call the projection algorithm with no knowledge of
the solution and compare its return value to the ex-
pected point. Euclidean norm of the difference is used
to compute 2 and ¢*° norms of the projection error.
This is compared to a similar test on the CAD sys-
tem, wherein points are generated on the geometry
and then projected using a reasonable first guess (clos-
est point in mesh). CAD projections are carried out
using EGADSIlite [23] built-in tools. Two meshes of
48 and 92 thousand triangles obtained by tessellating
with surface error metrics for a geometric tolerance of
0.1 and 0.05 respectively are used. The only influence
mesh coarseness should have on the results is in mak-
ing the P? triangles slightly flatter. Indeed, we are not
measuring deviation from the P? mesh to the geome-
try but rather the ability of the projection algorithm
to recover a point that is exactly on the surface. Table
1 offers a summary of the results on these two meshes
created from the same high-lift geometry. Both for the
CAD and P? tests and on either mesh, 1M test points
were generated to project. Projection errors are nor-
malized for wing length. The first thing that stands
out is that the P projection is in the order of 3 times
faster than the projection on the CAD using EGAD-
Slite. Projection quality is better using the CAD on
average, with ¢? errors for the P® projection in the
order of le — 8 and in the order of le — 11 for the
CAD projection. EGADSlite CAD projections there-
fore tend to yield results in the order of 3 orders of
magnitude times better than the P? projection in its
current state. However, looking at £°° errors, it ap-
pears that CAD projection is capable of more catas-
trophic failures, with a highest error of roughly 10% of
the model’s size on at least one point. This is not an
isolated result, as similar behaviour has been observed
on other cases. We believe the high average quality of
CAD projections is due to the fact that NURBS are
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mostly regular, except on patch boundaries when sin-
gularities exist. A number of these singularities exist
on this model, such as on the bounding box (a half
sphere with two degenerate edges at the poles) and
on some triangular patches seen Fig. 6 with one de-
generate edge. The P? mesh, on the other hand, is
regular and unbothered by these singularities, except
potentially on construction. This explains that £ er-
rors on P? projection remain more controlled. As for
its worse 2 accuracy, the algorithm implemented to
carry out P? projection is a very rudimentary New-
ton descent with a fixed iteration count, no line search
nor preconditioning. Using a more sophisticated algo-
rithm would yield better results, as the optimization
problem at hand is relatively simple.

# Triangles 48k 92k

P? err. 2 4.2¢—8 2.1e—8
P%err. £ 1.15¢ — 2 8.3¢—3

P3 CPU 1.15M p/sec | 1.08M p/sec
CAD err. 7 | 6.7e—11 4.1e—11
CAD err. £ | 1.1e—1 l.le—1
CAD CPU 366k p/sec 390k p/sec

Table 1: Results for the first benchmark: projection of
random points using the CAD system (EGADSlite) and
the P3 CAD surrogate. CPU times given in projections
per second (p/sec). 10° points were generated in both
cases.

3.1.2 Surface approximation error

Now that the P2 projection operator has been verified,
we can move onto the second test involving geomet-
ric approximation. Here, we seek to evaluate the gap
between the actual surface (CAD model) and the sur-
face meshes (P! and P?). There are two approaches
to this. The first involves generating points on the P3
and P! geometries and then projecting them onto the
CAD model. The second does the opposite: points
are generated on the CAD model and then projected
onto the P* and P? surfaces. We chose the second ap-
proach because it is stabler, in that the CAD model is
only used for evaluation and the mesh projection has
been validated by that point.

To follow this approach, we proceed on a per-face basis
and require a tessellation of the trimmed parametric
domain of each CAD face. This is accomplished eas-
ily at this stage. Indeed, the surface mesher keeps
records of which CAD faces and edges created which
mesh vertices and at which parameter values. In other
words, for any vertex P; of the surface mesh, it is triv-
ial to retrieve the o and &; for which o(&) = P;. Now,
given the set of triangles and vertices (F;) that dis-
cretize a given CAD face, the desired tessellation of
the trimmed parameters domain is given by the mesh
with the same connectivity and vertices &. We denote



Figure 6: The high-lift wing model with flaps.

(Ki)i<i<n the N triangles of this tessellation and IT*
the projection operator on the degree £k mesh. We seek
to evaluate the quantities

k k
E, =|lo—1I O-HLP(U{V:lKi) (1)

for p either 2 or co. In the case of p = 2,
N
B5 =3 [ () = 1ol
i=1 7 Ki

=Zm¢éwﬂ@%mwm@m£
. 2)

where Fi : K v K is the reference-to-physical map-
ping of the triangle K and Jx the determinant of its
Jacobian. Note that, since we are dealing with el-
ements defined in parametric space, this quantity is
well-defined since elements are in R?. Furthermore,
even in the case of a P? triangle, the Jacobian is con-
stant because we have constructed the P triangles to
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be straight in parametric space (their mapping degen-
erates into the linear one) and it is only in physical
space that they are curved. These individual integrals
are then evaluated by simple uniform quadrature. The
reason for this choice is that we seek to evaluate this
integral with a great degree of precision and such a
scheme is very simple to converge, though at a slower
pace. 45 quadrature points were used. As for the L
error, we simply take the maximum absolute value at
the quadrature points, needing no further computa-
tions. Greater accuracy on the L error is another
advantage of a quadrature scheme using more points.
We also define the errors on the normal directions

8E1§ = ||no (u,v) — nk(HkU)HQ,LP(U{V:l K;) (3)

where ng (u,v) = (0uo A 0y0)/||0uc A dyo|| is the nor-
malized normal vector computed using the CAD patch
and n*(X) is the normalized normal at point X on
the P* mesh. Furthermore, errors are the normalized
E,’,f = E,’,ka where C* is the mesh complexity for a
given degree given by

C' = 3Ny + 3pNp

3 1 (4)
C° = 10Nt + 3p(NT + Np —+ 2NE)

where Nt denotes the number of triangles in the mesh,
N3 the number of vertices in the P! mesh, Ng the
number of edges. p is the real to integer storage cost
ratio, with p = 2 in our case given that 32 bit integers
and 64 bit reals (double precision) were used. The
same goes for the errors on normals 8E§. Finally, we
normalize by the total area of the surface, estimated
from the P* mesh.

Results are summarized in Tab. 2. Complexities for
the P! and P® meshes show that, in both cases, the
P3 mesh was upwards of 6 times heavier in memory
than the P' mesh for the same number of triangles.
However, looking at the ratios of errors, the P! mesh
is clearly much worse than than the P® mesh for the
same number of degrees of freedom. On the coarser
mesh, the P! mesh was 72 times worse in L? norm and
7.5 times worse in L°° norm. These figures jump to a
1900, resp. 83, times worse P! mesh at the same num-
ber of degrees of freedom with the finer mesh. This
alone heavily favours the P3 CAD surrogate for geo-
metric projection. But looking at the errors on nor-
mals, it comes with no surprise that the P® mesh is
thousands of times more accurate than the P! mesh
at a given number of degrees of freedom. Even more
so on the coarser mesh, where the piece-wise constant
normals given by the P mesh are no match for the
smooth normals of the P® mesh (factor x20000 more
accurate on average and in the worst case).



Nz /CTJC® | 48k / 290k / 1.8M | 92k / 550k / 3.4M
E} 5.7¢2 41
EL 5.7e-1 4.5e-2
E3 7.9 2.2e-2
E3, 7.7e-2 5.4e-4
E}Y/E3 72 1.9¢3
EL JE3, 7.5 83
OF; 9.0 2.2
OFEL 5.9¢-3 3.1e-3
OF3 4.7e-4 4.5e-4
OF3, 3.7e-7 3.2e-7
OEY/OE3 | 1.9e4 4.9e3
OEL JOE3, | 1.6e4 9.8e3

Table 2: Normalized errors for the P! and P® meshes.
Errors are given for two coarseness levels: 48000 and
92000 triangles.

3.1.3 P2 volume meshes

Finally, we present a minor (with regards to adap-
tation as a whole) use of these P? CAD surrogate
meshes, namely as a geometric support to curve
P? meshes. Acknowledgement of the importance of
curved volume meshes dates back to the 70s with the
proof that optimal convergence of high-order meth-
ods is only possible with a curved boundary in the
case of elliptic problems [24, 25] and later for hyper-
bolic problems, where physical features are lost on P?
boundaries [26]. Unlike CAD surrogate meshes, these
curved surface meshes are constrained by the valid-
ity of inciding tetrahedra. Indeed, they are comprised
of triangles that are faces of volume elements whose
Jacobian determinants must remain positive. A vol-
ume mesh curving technique based on minimizing edge
lengths in the metric field [27] could be extended to
surface meshes by parameterizing Lagrange node po-
sition of P? edges as barycentric coordinates on P>
CAD surrogate mesh elements. This takes the con-
straint that the Lagrange node must lie on the surface
into account at a lower level than by letting it be any
point in space that is later projected on the surface.
Not only does this reduce the dimension of the edge
length minimization problem from 3 to 2 variables,
it also makes for more accurate derivatives of the cost
function. This would be much more complicated to do
on the CAD, where the parameterizations are more so-
phisticated, not to mention the problems already cited
before.

Figure 7 illustrates results on the 3rd High-Lift CRM.
This is a whole-body model with fewer features. The
P! mesh was obtained as part of the high-lift drag
prediction workshop. It is the result of adaptation us-
ing AMG/feflo.a [28] for mesh modifications and the
solver Wolf [29]. The P? surface mesh was then cre-

81

ated and used to project Lagrange nodes of the P2
surface mesh. P? volume edges were then curved using
the metric field by minimizing edge lengths. Without
too much surprise, the P? surface mesh inherits the
good properties of the P* CAD surrogate.

Figure 7: High-Lift CRM of the 3rd AIAA CFD High
Lift Prediction Workshop meshes of degrees 1, 2 and 3
from top to bottom. The P! mesh (top) is the result of
adaptation. The P? mesh (bottom) was elevated from it
using the method presented here. The P? mesh (middle)
was elevated from the P! mesh using projection on the
P? mesh rather than the CAD. Volume elements (visible
in the cut plane) have positive Jacobian determinants
despite the clearly curved surface.

3.2 Adaptation convergence

In the previous section, we have shown that the P>
CAD surrogate mesh is accurate as desired and that
the geometric primitives are fast and robust. We now
present a more pragmatic test, based on exhibiting
convergence of the remeshing algorithm with an ana-
lytical boundary-layer metric while using the P* CAD
surrogate for point projections. This metric is of the
form:

M(P) = RAR"



with

A = diag(hyt, byt , min(h,,?, max(exp(1/|| P — IIP|)), hyt)))

and R = (11 (ILP) 72(IIP) n(IIP))

where IIP denotes the projection of P onto the sur-
face, T; are unit tangent vectors and n a unit normal
at the surface. Finally, h.,, and has are, respectively,
the minimum and maximum metric sizes.This metric
field is anisotropic with the smallest size along the nor-
mal direction to the surface. This size converges to

the minimum admissible size as one goes closer to the
surface, leading to a mesh with that prescribed size
extruding from the surface. This metric field is illus-
trated in Fig. 8.

Figure 8: Analytical metric field used. Metrics are repre-
sented by their eigenvectors pondered by the square root
of the inverse of their eigenvalues (characteristic sizes).

This is a challenging case in that very small edges
are liable to appear in the vicinity of patch junc-
tions, where the geometry is ill-defined by the CAD
system. The converged adapted meshes must display
the proper anisotropy even close to the surface. Fur-
thermore, geometric approximation error must not in-
crease during adaptation. Otherwise, this would mean
that the surface mesh is converging to the wrong ge-
ometry. We will compare two adaptation runs: the
first uses the P® CAD surrogate, the second the CAD
model. Adaptation is carried out by the automatic
metric-based remesher AMG /feflo.a [28]. The overall
adaptation proceeds as follows:

While target mesh complexity not reached

Compute metric field with increased com-
plexity target

Adapt mesh to metric field

This is necessary because, despite the fact that the
chosen metric is analytical, the metric field is only
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P? CAD surrogate | CAD model
CPU time 9m18s 9m16s
Unit Edge % | 91.4 91.5
Final Geo. err. | 3.9e-6 5.5e-6

Table 3: Adaptation metrics: CPU time for the entire
process, overall mesh quality (unit edges), maximum sur-
face quality, final geometric approximation error of the
adapted mesh.

known at the vertices of the input mesh and is there-
fore an approximation of the desired metric field. As
such, even starting at the correct complexity, several
iterations would be necessary. Starting from a lower
complexity target affords faster convergence since indi-
vidual executions of the remeshing algorithm are faster
to execute. In our case, 13 iterations were carried out.

Fig. 9 illustrates the adapted results in both cases.
CPU times and mesh quality metrics are given in Tab.
3. Unit edges are those for which their length in the
metric field lies in [1/v/2,v/2]. The quality Q of a
triangle K is

_ 1 ¥

where the [; are the lengths of the edges, A(K) is
the area of K, and both quantities are computed in
the metric field. The scaling factor is such that the
minimum of @ over all possible triangles is 1. This
corresponds to unit triangles in the metric, whereas as
Q@ goes to infinity, triangles are flatter and less unit
in the metric. We then define Qe as the maximum
quality over all triangles in the mesh. CPU times are
extremely close. This is simply a consequence of the
fact that surface projection is not very significant in
overall adaptation CPU time. Indeed, the majority
of mesh vertices lie in the volume and even for surface
points the projection times represent at most one tenth
of insertion time. As an order of comparison, our algo-
rithm inserts between 25 and 40 thousand points per
second depending on compilation flags, whereas point
projection proceeded at a rate of 300 thousand per sec-
ond even for the slowest case, direct CAD projection.
Proportion of unit edges in the mesh and maximum
surface element quality are within reasonable values.
This in itself is not enough to conclude that P? pro-
jection is sufficient. Indeed, we must now compare
geometric approximation errors and ensure that the
adapted surface mesh is not degraded with regards to
the initial mesh. Geometric error is reported in L°°
norm as computed in (2). In both cases, the final
mesh exhibits an error under the prescribed geometric
error of 2e — 3 by a large margin.



Figure 9: Detail of resulting adapted meshes using the
P3 CAD surrogate (top) and the CAD model (bottom)
for the analytical boundary layer metric.

4. CONCLUSION

In this paper, we have exhibited a very simple exten-
sion to a parametric meshing algorithm that produces
polynomial P3 meshes from CAD objects, i.e. contin-
uous representations riddled with singularities, degen-
erating features and large tolerances at intersections.
These meshes are constructed in a preprocessing step
and are then taken as input instead of the CAD file on
each adaptation call. Tolerances at junctions between
NURBS patches were managed by treating the prob-
lem on a discrete level. To do this, physical CAD edges
are first discretized. This yields a set of vertices and
edges of R® which are then projected onto the para-
metric patches of neighbouring NURBS faces. This
set of edges is then used to trim the NURBS patch in-
stead of the CAD supplied parametric trimming curve,
eliminating mismatches between points and edges gen-
erated by each NURBS face.

Two approaches for creating P® meshes from an ini-
tial P! surface and a CAD model were described. The
first only involved CAD evaluations, by setting the
parametric coordinates of the new control points at
the thirds of those of edge extremities (and triangle
vertices, in the case of face control nodes). The sec-
ond required CAD projections, since P? triangles were
first made straight in physical space and then pro-
jected onto parametric space. In the absence of further
optimization, the second approach is more stable, as
the first method easily produces bad high-order nodes
close to CAD discontinuities such as the poles of a
sphere. Resulting P® meshes are lightweight and al-
low for fast projection on the surface. They improve
greatly on geometric deviation over P! meshes as well
as derivative computations which can be in the or-
der of 10 times more accurate for the same storage
cost. Furthermore, derivatives are always defined on
a P? Bézier mesh, which they are not necessarily on
trimmed NURBS. Point projections are in the order
of 3 times faster on P> meshes as well, by using the
implicit P! mesh as an accelerator. Finally, the fact
that the CAD model is only used in the preprocess-
ing step reduces the frequency at which CAD errors
may occur in the adaptation process. One common
occurrence is a shock that spans parts of the geome-
try where NURBS meet. At these junctions, the CAD
object has large tolerances, essentially meaning these
interfaces are fuzzy under some scale. This scale tends
to be much larger than that of desired element size at
shocks, limiting potential anisotropy and robustness of
adaptation. This cannot possibly happen on the P3
mesh which is watertight by construction.

These virtues of the P? geometric representation were
put to the test through a full adaptation run on the
High-Lift model. Comparing between adaptation us-
ing CAD projection and using P? projection, we have
shown that the P® surface mesh is sufficiently accu-
rate to carry out mesh adaptation (including surface
adaptation) on complex geometries with a strongly
anisotropic metric field. Another advantage of using
P3 meshes for surface adaptation is that the CAD is
not necessary. Although the techniques shown here
involve a CAD, P? meshes can be constructed from
a straight mesh by estimating normals at the vertices
and enforcing G' continuity [22].

The fidelity of the CAD surrogate meshes can be im-
proved in at least two ways. The first is by optimizing
the Lagrange node placement of P? triangles so as to
minimize surface approximation error. This has not
been done at all, Lagrange nodes are simply placed
on the straight element at the thirds and then pro-
jected onto the geometry. There is a direct link be-
tween Bézier nodes and tangent planes of P? triangles
(the tangent plane at Psgp is the span of the vectors
Py19 and Pigo, for instance) which could help devise



a procedure to fit the derivatives of the surface map-
ping up to the third order with little cost. An ap-
proach using the geometric approximation metric field
to seek geodesics in parameter space to avoid the phe-
nomenom illustrated in figure 5 is another possibility,
albeit perhaps more costly. Since the P mesh creation
step is accomplished once per full adaptation, we ex-
pect such optimizations would not prove too costly in
the grand scheme of things, while possibly enabling
coarser P? meshes to approximate the surface under
the tolerance. Finally, these meshes could be improved
by increasing their degree. The main difficulty with
higher order meshes would be in extending the afore-
mentionned optimization strategies. The second way
these CAD surrogate meshes could be improved in-
volves replacing parts of the mesh with pieces of the
CAD, such as rational Bézier triangles. These could
be extracted from the CAD’s NURBs patches in such
a way that they would be exact representations of the
original parameterization, while being an intermediary
step towards a discrete mesh helping projection. This
could provide a discrete-exact description of the ge-
ometry, with CAD faces being exactly represented in
their interior, and approximated close to the trimming
curve by a discrete P? mesh. Likewise, it is possible
that some singularities arising from degenerating CAD
edges could be fixed this way.
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